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We develop computational science 

methods and software packages to solve 

problems in the physical and biological 

sciences. 

- structural biology, molecular simulation 

and bioinformatics

- electronic structure of the solid state 

and surfaces, atomic and molecular 

physics

- Computational fluid dynamics (CFD), 

heat, turbulent flows - molecular 

dynamics, quantum chemistry and 

QM/MM techniques, and mesoscale 

methods

STFC Scientific Computing Department - SCD

Computational Science Large Scale Systems Digital Infrastructures

SCD designs, builds and operates large 

scale computing systems to support 

UKRI science

• JASMIN

• Superdata cluster for 

environmental science

• IRIS - STFC Research Cloud

• High performance CPU, GPU, 

IPU, FPGA and storage for 

UKRI science

• High-throughput computing

• UK’s Grid for LHC computing

• Very large data storage

• 100Pb+ disk, 400Pb tape

Through our Ada Lovelace Centre

initiative, SCD develops and operates 

digital research infrastructure to 

support the national facilities

- Cloud enabled data analysis 

platforms

- Data catalogues

- FAIR data and open research 



CFD for Low Carbon Energy

• General thermal hydraulics

• CFD in Gen IV nuclear reactors: 

SCWR, MSR

• CFD Gen II & III nuclear reactors: 

AGR, PWR

• General thermal FSI

• Multi-scale and multi-physics 

simulations

• Code-coupling

• Renewable energy (off-shore wind 

turbines)

• Numerical methods

• High Performance Computing

(HPC)

Key Software and capabilities:

• CFD – ASTR, FLASH, Code_Saturne

• DSMC – SPARTA, dsmcFOAM+

• PIC – PICLas

• Code coupling – MUI

• All codes highly scalable, typically over 

100,000 cores

Space-related research topics:

• Hypersonic aero-thermodynamics

• Shock-Boundary layer Interactions

• Rarefied Gas dynamics

• Satellite aerodynamics and Thruster 

propulsion modelling

• Multi-Scale & Multi-Physics Simulations

• High Performance Computing (HPC)

CFD for Space  



• What is Subchannel CFD?

– A coarse-grid CFD-based subchannel framework for nuclear reactor thermal 
hydraulic analyses, combining features of modern CFD and traditional 
subchannel code

• Key features

– Dual mesh system (coarse-grid computing + subchannel mesh)

– Sub-channel correlations used to replace CFD wall functions

– Models can be calibrated for specific reactor designs to reduce calculation 
uncertainties

– Can naturally be coupled with conventional resolved CFD for flexible local 
refinement of simulations

– Can also be coupled with porous media CFD for handling of subscale 
complex reactor structures  

Computing mesh 
(coarse-grid CFD mesh)

Filtering mesh 
(subchannel mesh)

Subchannel correlation 
results used in CFD 

wall treatments

Baseline SubChCFD

CFD results used for 
computing subchannel 

quantities

†Dr Bo Liu, Computational scientist, STFC Daresbury Laboratory, UK. Email: bo.liu@stfc.ac.uk

Coupling with resolved CFD

SubChCFD baseline model

Resolved CFD sub-model

Boundary 
conditions

Boundary 
conditions

Feedback using 
extra source

Coupling with embedded 
porous media models

Before coupling
Sub-scale structures

Porous media sub-models

After coupling

Coupling with resolved CFD

SubChCFD baseline model

Resolved CFD sub-model

Boundary 
conditions

Boundary 
conditions

Feedback using 
extra source

Coupling with embedded 
porous media models

Before coupling
Sub-scale structures

Porous media sub-models

After coupling

Resolved 

sub-model

Data from the 

porous media 

region in the 

SubChCFD model

Data from the 

resolved CFD 

sub-model

Data from the 

SubChCFD 

baseline model

Wall temperature of 

the rods

Axial velocity 

distributions

SubChCFD 

baseline model

Resolved 

sub-model

Spacer 

(resolved)

Spacers 

(porous)

• A demonstration case

– A 5x5 rod bundle with spacers: i) coarse-grid for the entire 
heated length with porous media for the spacers, ii) detailed 
CFD for one span with spacer resolved explicitly 

Development of Subchannel CFD for Nuclear Thermal Hydraulics (B. Liu)

mailto:bo.liu@stfc.ac.uk


• ISIS Muon and Neutron Source: Conjugate heat 

transfer and interphase mass transfer in Target 

Station 2

• To try to understand the potential impact of 

radiolysis and thermal striping on target 

operational lifetime

• Molten salt fast reactors - Depositio MSFR with 

University of Liverpool and Computational and 

Theoretical Physics:

• Depletion of nuclear fuel salts and conjugate 

heat transfer modelling

• To try to understand the impact of plating of 

noble metals on CHT 

Neutron Source & Molten Salt Reactor (G. Cartland-Glover)  

Frozen salt film at the wall

ISIS Target Station 2

EVOL-Optimised MSFR



Flow-Structure Interaction (W. Liu & S. Longshaw)

Multiscale Universal Interface

Coupling Library

https://github.com/MxUI

2-D roll tank with flexible beam 2-D Flow Pass Elastic Plate Behind a Rigid Cylinder



• Hypersonics is a key feature of the UK’s involvement in future satellite 

deployment, sub-orbital flights and for partnering in space exploration

programmes.

• Hypersonic simulations (Mach>5) require a multi-model approach. Gas-phase 

chemical reactions, ionization, radiation etc. need to be considered as gas 

temperature increases with Mach number, e.g. in designing materials for 

thermal protection systems (TPS).

• SCD has capabilities in computational fluid dynamics (CFD) and molecular 

level methods (DSMC) for modelling a range of high-Mach flight conditions 

ranging from low-altitude supersonic to high-altitude hypersonic flight. 

• A key example is aerothermodynamics of re-entry of capsules, probes, UAV 

etc. to planetary atmosphere. The images on the right are our simulation 

results from the open-source DSMC code, SPARTA.
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Orion capsule re-entry simulation 

at Mach 25 (Temperature field)

Temperature field around a 

NASA Space Shuttle (Mach 25)

Hypersonics –DSMC (B. John)



Modelling and Simulation for Satellite Applications -
Thruster Propulsion and Satellite Aerodynamics

Representative simulation result showing 

Thruster propulsion and Nozzle plume 

expansion

Flow-field & thermal load on a CubeSat 

De-orbit Sail satellite (at H=125 km)

Flow-field & forces on a descending satellite 

(ESA satellite debris test case)



Research on Shock-Wave/Boundary Layer Interaction

Jian Fang

Scientific Computing Department, STFC Daresbury Laboratory, UKRI

May 30, 2022, Visit to Prof. Sergio Pirozzoli at Universitàdi Roma Italy



Hypersonic vehicles proposed around the world 
via Naval News Instagram Page

Hypersonic vehicles

Aerospace 
application

Civil 
airliner

Military 
purpose

SSTO

Boeing's Hypersonic 

Passenger Plane

SR-72



Shock-wave

Shock-wave/boundary layer interaction

Transonic Supersonic Hypersonic



SWTBLI connects to 

• Intake unstart

• Low-cycle fatigue 

• Wing vibration 

• Control efficiency

• Heat flux

• Noise…

The lack of understandings of 

SWBLI and the uncertainty in 

engineering CFD are the two 

significant bottlenecks of 

developing hypersonic 

vehicles.

Introduction



CFD

DNS LES RANS

Direct-numerical Simulation

• Resolve all spatial-temporal 

flow structures

• Accurate 

• Very expensive and mainly 

used in academics

• Not ready for industry

Reynolds-averaged Navier–Stokes

• Resolve only mean flow, and 

model turbulence

• Affordable for engineering design

• Uncertainty is from the turbulence 

model

https://www.simscale.com/projects/Ali_Arafat/compressible_

aerodynamics_of_commercial_aircraft/Source: KTH Mechanics

Computational fluid dynamics (CFD)

• Affordable and much faster

• Detailed flow field data

• Extensively applied in engineering design 

and academic research



Engineering 

ApplicationFundamental Research

Computational fluid dynamics (CFD)

CFD
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Advanced numerical 

methods, software & 

HPC

DNS of model 

configurations

Accurate database 

& deeper 
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Improvement of 

engineering CFD 

tool

Hypersonic 

Engineering
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Advanced numerical 

method, software & 

HPC
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• Development of high-order shock-
capturing schemes

What have we done

Shocklets in strongly 

compressible turbulence

Direct interaction between 

shock and turbulence

• Improvement of the parallel 
performance of compact scheme



Advanced numerical 

method, software & 

HPC

What have we done



Advanced numerical 

method, software & 

HPC

Turbulence Study SWBLI Flows 

ASTR code
• A high-order FDM solver for compressible 

Navier-Stokes equations on a generalised 

coordinate system.

• Modern FORTRAN language and MPI 

parallelisation.

• Different types of high-order schemes:
o 6th-order compact schemes

o 5th/7th-order upwind-biased shock-capturing 

schemes

o Several Riemann solvers: Steger-Warming, 

AUSMPW+

• Installed and tested on many HPC systems
o HECToR, ARCHER, ARCHER2, HAWK

• Linear acceleration up to 100k cores

What have we done



Advanced numerical 

method, software & 

HPC

DNS of model 

configurations

Accurate database 

& deeper 

understanding of 

flow physics

Improvement of 

engineering CFD 

tool

Hypersonic 

Engineering

Key flow configurations for hypersonic 
vehicles by proposed Zheltovodov (2006)

What have we done



DNS of model 

configurations

What have we done



Advanced 

numerical method 

and software

DNS of model 

configurations

Accurate database 

& deeper 

understanding of 

flow physics

Improvement of 

engineering CFD 

tool

Hypersonic 

Engineering

What have we done

Görtler-like vortices for the 
supersonic backward facing step flow

Amplification of turbulence in SWBLI

Flow structures in 3-D SWBLI

Turbulence structures in supersonic 
mixing layerWall jet
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Improvement of the S-A 
turbulence model 

Advanced 

numerical method 

and software

DNS of model 

configurations

Accurate database 

& deeper 

understanding of 

flow physics

Improvement of 

engineering CFD 

tool

Hypersonic 

Engineering

What have we done

The development of the 
TensorFlow-OpenFOAM Interface

Data driven turbulence modeling

DNS

ML mode

k-w SST 
Model

Combination of transport equations with 
ANN



The model has been applied by 
R&R company in aeroengine 

The machine-learning model has 
been used by southern Snecma

company to study flow in turbine 

Improvement of 

engineering CFD 

tool

What have we done



SWBLI controls Boundary layer control Wall heat flux control
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Research of BL control



Summary & On-going research

High-accuracy simulation of

High-speed Aerodynamics

Numerical 

method

CFD 

solver

Flow 

Mechanism

Flow 

control

Turbulence 

modelling

Better scheme for 

compressible flow

Upgrade ASTR code for 

more complex multi-

physics problems

ML model for 

engineering 

applications

Hypersonic 

aerodynamics

Novel SWBLI 

control scheme



High-order compact MP scheme
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High-order compact MP scheme
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Evolution of enstrophy under 1283 mesh
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Evolution of enstrophy under 2563 mesh
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ASTR 2
• High-speed, complex 

geometry, multi-
physics problems

• Compressible flow solver
• High-order FDM
• Structured mesh
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ASTR 2.0, test of scalability,

TGV case with 512
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 grid,
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ASTR 2

✓ Object-oriented FORTRAN
✓ User-defined transport 

equations (5+x equations)
✓ Parallel HDF5 I/O
✓ Crash control
✓ Fully compact
❖ Immersed boundary
❖ Chemical reaction 
❖ Machine-learning model
o Method of Moment
o Multi-block mesh
o Adaptive mesh refinement

✓ Fully implemented & tested
❖ Partly Implemented
o Plan to do



Horvath et al.,2004 

The carbuncle phenomenon

Shock 

sensor

6th-order central 

scheme

1st-order 

AUSMPW+ 

scheme

Hypersonic flow over blunt body



Bow shock-

wave

Wall blow 

& suction

BL 

transition

developed 

Turbulent BL

Emmon turbulence spot in a 

transition al incompressible 

boundary layer (Cantwel, 1981)
Horseshoe vortex in a incompressible 

turbulent BL (Wu & Moin 2009)

𝐶ℎ𝑠𝑡𝑎𝑔=0.0019

𝐶ℎ𝑝𝑒𝑎𝑘=0.0028, 

𝜃𝑝𝑒𝑎𝑘 = 40°

Hypersonic flow over blunt body



Hypersonic SWTBLI

• Ma=5, Red =71,566

• b =14°, a=23.3°, Ts=62.5k, Tw=5.24645Ts,

• Computational Domain size: 65d×20d×4d

• Mesh: 1450×260×256

• CFD solver: ASTR 2, MP7-LD+CC6+RK3

• Experiment data from Schülein (2006)

o Ma=5, Red =173,900



Hypersonic SWTBLI

Ma=5, a=23.3°

Ma=3, a=33°Ma=2.25, a=33.2°



Hypersonic SWTBLI



Summary

• We have conducted a systematic research focused on high-speed flows:
• from the derivation of numerical scheme to the development of CFD code

• from the study of fundamental fluid mechanics to the development of engineering models.

• The outcomes have shown some positive impacts to research communities and 

aerospace industries. 

• There is a current clear push for hypersonic in the UK, as shown by the National 

Space strategy recently released by the government, and the opening of the new 

North West Space Cluster this May
• there are a clear opportunities for us to develop further some of our activities


