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STFC Scientific Computing Department - SCD

Computational Science

We develop computational science
methods and software packages to solve
problems in the physical and biological
sciences.

- structural biology, molecular simulation
and bioinformatics

- electronic structure of the solid state
and surfaces, atomic and molecular
physics

- Computational fluid dynamics (CFD),
heat, turbulent flows - molecular
dynamics, quantum chemistry and
QM/MM techniques, and mesoscale
methods

Large Scale Systems

SCD designs, builds and operates large
scale computing systems to support
UKRI science

JASMIN
« Superdata cluster for
environmental science
IRIS - STFC Research Cloud
* High performance CPU, GPU,
IPU, FPGA and storage for
UKRI science
High-throughput computing
« UK’s Grid for LHC computing
Very large data storage
« 100PDb+ disk, 400Pb tape

Digital Infrastructures

Through our Ada Lovelace Centre
initiative, SCD develops and operates
digital research infrastructure to
support the national facilities

- Cloud enabled data analysis
platforms

Data catalogues

FAIR data and open research




CFD for Low Carbon Energy CFD for Space

General thermal hydraulics
CFD in Gen IV nuclear reactors:
SCWR, MSR

Space-related research topics:

* Hypersonic aero-thermodynamics

CFD Gen Il & lll nuclear reactors: * Shock-Boundary layer Interactions

AGR, PWR * Rarefied Gas dynamics
* General thermal FSI » Satellite aerodynamics and Thruster
« Multi-scale and multi-physics propulsion modelling

simulations * Multi-Scale & Multi-Physics Simulations
* Code-coupling * High Performance Computing (HPC)
 Renewable energy (off-shore wind

turbines) Key Software and capabilities:
© Numerical methods | « CFD- ASTR, FLASH, Code Saturne
« High Performance Computing

(HPC) * DSMC - SPARTA, dsmcFOAM+

* PIC - PICLas
_?:ci;::;?oagr;d e Code COUpIing — MUI
Facilities Council * All codes highly scalable, typically over

100,000 cores



Development of Subchannel CFD for Nuclear Thermal Hydraulics (B. Liu)

A demonstration case

A 5x5 rod bundle with spacers: i) coarse-grid for the entire
heated length with porous media for the spacers, ii) detailed
CFD for one span with spacer resolved explicitly

« What is Subchannel CFD? .

A coarse-grid CFD-based subchannel framework for nuclear reactor thermal -
hydraulic analyses, combining features of modern CFD and traditional
subchannel code

Key features
— Dual mesh system (coarse-grid computing + subchannel mesh)
— Sub-channel correlations used to replace CFD wall functions

— Models can be calibrated for specific reactor designs to reduce calculation //;&g;x;éii?
uncertainties 'S

Axial velocity
distributions

Wall temperature of
the rods

Resolved |
sub-model ! Data from the
‘ L porous media

< region in the

— Can naturally be coupled with conventional resolved CFD for flexible local

Spacer

refinement of simulations o SUbChCFD model
(resolved) " |-} ° Resolved e
- - - " \ -
— Can also be coupled with porous media CFD for handling of subscale L e
complex reactor structures I\
Baseline SubChCFD . , \%
Comanenen e Coupling with resolved CFD Coupling with embedded %
porous media models Data from the
SubChCFD baseline model Sub-scale structures Spacers resolved CFD
CFD results used for Before coup|ing (porous) sub-model
icomputing subchannel Q
quantities It (
oberemeTeorreaton = - S
results used in CFD I'A "' 'i"‘ (
wall treatments B eedback usin: f i <
oundary oka bule Boundary After coupling P Datat X
conditions M B M conditions > ( = ;:zcrl?(r:nFtDe
B baseline model
H H SubChCFD
Resolved CFD sub-model il —A baseline model
ndil Porous media sub-models
Wall temperature (C) Axial velocity (m/s)
285, 292, 300. 307. 316, 2.31 3.70 5.09 6.48 7.87
1Dr Bo Liu, Computational scientist, STFC Daresbury Laboratory, UK. Email: bo.liu@stfc.ac.uk
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Neutron Source & Molten Salt Reactor (G. Cartland-Glover)

* |SIS Muon and Neutron Source: Conjugate heat
transfer and interphase mass transfer in Target

Station 2

« To try to understand the potential impact of
radiolysis and thermal striping on target

operational lifetime

« Molten salt fast reactors - Depositio MSFR with
University of Liverpool and Computational and

Theoretical Physics:

« Depletion of nuclear fuel salts and conjugate

heat transfer modelling

« To try to understand the impact of plating of

noble metals on CHT
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Flow-Structure Interaction (W. Liu & S. Longshaw)

2-D roll tank with flexible beam

1 1.5
Coupled domain width (um)

Multiscale Universal Interface
Coupling Library

scaLe
SJISRHG

Ul

https://github.com/MxUI

CCP-WSI

a Collaborative Computational Project
in Wave Structure Interaction
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2-D Flow Pass Elastic Plate Behind a Rigid Cylinder




Hypersonics — DSMC (B. John)

» Hypersonics is a key feature of the UK's involvement in future satellite
deployment, sub-orbital flights and for partnering in space exploration
programmes.
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* Hypersonic simulations (Mach>5) require a multi-model approach. Gas-phase
chemical reactions, ionization, radiation etc. need to be considered as gas
temperature increases with Mach number, e.g. in designing materials for
thermal protection systems (TPS).

. T - - : : Orion capsule re-entry simulation
SCD has capabilities in computational fluid dynamics (CFD) and molecular at Mach 25 (Temperature field)

level methods (DSMC) for modelling a range of high-Mach flight conditions
ranging from low-altitude supersonic to high-altitude hypersonic flight.

« Akey example is aerothermodynamics of re-entry of capsules, probes, UAV

etc. to planetary atmosphere. The images on the right are our simulation
results from the open-source DSMC code, SPARTA.
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Temperature field around a
NASA Space Shuttle (Mach 25)



Modelling and Simulation for Satellite Applications -
Thruster Propulsion and Satellite Aerodynamics

Flow-field & thermal load on a CubeSat Flow-field & forces on a descending satellite
De-orbit Sail satellite (at H=125 km) (ESA satellite debris test case)

Representative simulation result showing
Thruster propulsion and Nozzle plume
expansion

Science and
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Research on Shock-Wave/Boundary Layer Interaction

Jian Fang
Scientific Computing Department, STFC Daresbury Laboratory, UKRI

May 30, 2022, Visit to Prof. Sergio Pirozzoli at Universita di Roma ltaly
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Hypersonic vehicles

Oxygen
Tank

Hydrogen
Tank

Payload
Bay

Canard Hydrogen
Foreplanes Tank

Auxiliary
Propellant
Tankage

Oxygen Payload Sabre
Tank Container Engine

SST

1 it ol Skylon Cutaway
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Civil Military
airliner purpose

Boeing's Hypersonic
Passenger Plane

Yu-71
Project 4204 aircraft

@n)oomm@ssoom 71 s0000m

AS-19 «Koala»

Strategic
hypersonic

air-to-surface
cruise missile

Tu-95 used as delivery vehicle

@ 5,510 km/h @ 3,000 km @ 7,000 m

flaunch altitude)

A successor of the SR-71
Blackbird spy plane,
decommissioned in 1998

@ 6,400 km/h @ 24000 m

Boeing X-51 Waverider
>

Hypersonic
cruise missile

@ 6,200 km/h @ 740 km @ 21,300 m

Advanced Hypersonic Weapon (AHW)

Part of the Prompt
Global Strike program

Zircon 3M22

Sea-based hypersonic missile

50 times stronger kinetic energy at strike

than existing air-to-ship or ship-to-ship missile
Will possibly enter service in 2018

@ 6,500 km/h @ 30,000 m

Hypersonic Technology Vehicle 2

Developed by DARPA

Passes 17,000 km, the distance
from London to Sydney, in 49 minutes

@) 21004

HTV-3X Project Blackswift

Halted in 2008, said to be revived.
The HTV-3X Is the size of an ordinary fighter jet

Boeing X-378 Could potentially be used
as a hypersonic delivery system
Can spend extended periods
time in orbit

@ 28,044 km/h

Cr—

DF-ZF (American designation Wu-14)

Hypersonic aircraft

Can be used
as nuclear warhead
delivery vehicle,

or for high-precision
conventional strikes

@ 6,173-12,359 km/h

@ INDIA

BrahMos-2 Hypersonic cruise missile

Developed in cooperation by
NPO Mashinostroyeniya (Reutov, Russia)
and India’s Defence Research and Development Organization

@ 7434 km/h @ i,
Shaurya .

Tactical
surface-to-surface —

-
hypersonic missile ~—
\ |

Nuclear warhead-capable

@ 7,434 km/h @ 750-1,900 km

Hypersonic vehicles proposed around the world
via Naval News Instagram Page



Shock-wave
Transonic [ ~ ersonic %
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Shock boundary
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Heat loss
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Introduction

SWTBLI connects to
* Intake unstart
 Low-cycle fatigue
 Wing vibration
« Control efficiency
« Heat flux
* Noise...

The lack of understandings of
SWBLI and the uncertainty in

engineering CFD are the two
significant bottlenecks of
developing hypersonic

Science and
Technology
Facilities Council
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Computational fluid dynamics (CFD)

Direct-numerical Simulation
Resolve all spatial-temporal

flow structures C F D

Accurate
Very expensive and mainly
used in academics

Not ready for industr

« Affordable and much faster

* Detailed flow field data

« Extensively applied in engineering design
and academic research

>
[
STy

https://www.simscale.com/projects/Ali_Arafat/compressible_

Source: KTH Mechanics aerodynamics_of_commercial_aircraft/

Technology
Facilities Council




Computational fluid dynamics (CFD)

D ons ) LEs JRANS 3

Advanced numerical Accurate database
e e DNS of model & deeper
methods, software & _ ) g i of
HPC configurations understanding o

flow physics

Improvement of
engineering CFD
(e]0]

Hypersonic
Engineering

Engineering
Application

m Technology
Facilities Council



Cuhah nzarened damedynamics (CFD)

Accurate database

' Improvement of
Advanced numerical DNS of model & deeper p

: : Hypersonic
‘ engineering CFD ‘ Er?/gpineering
tool

method, software & : ) _
HPC configurations understanding of
flow physics

Science and
Technology
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What have we done

Advanced numerical
method, software &
HPC

Development of high-order shock-

capturing schemes

Improvement of the parallel
performance of compact scheme

144

1.24

1.04
N
0.8 \

Ek)

- = MP5-LD
961 —— MP7-LD
- - WENO5-Z
——— WENO7-Z
- - MP5
—— MP7

0o CC6+CF10

0.4

0.2

0.0 0.1 0.2 0.3

L2 Error

} =——ECS ——COMS6
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A DCOMS, No Correction Step

© DCOMS6, 1 Correction Step
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T T T
10 100
Number of nodes per subdomain

1000

Direct interaction between
shock and turbulence



What have we done

Advanced numerical

method, software &
HPC

Science and
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J Sci Comput
httpsdod_org/ 10,1007/ 10915-018-0717-T
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Hybrid Optimized Low-Dissipation and Adaptive
MUSCL Reconstruction Technique for Hyperbolic
Conservation Laws

Jie Wu!-? . Yuan-yuan He? . Guo-hao Ding? -
Yi-yu Han®

Aemspace Science and Tech:

100

Contents lists availa
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£
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>
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Assessment of a hybrid RANS/LES simulat i
method in depicting the unsteady motion . . .

Taylor & Francis

Tayles & Francis Grop

ENGINEERING APPLICATIONS OF COMPUTATIONAL FLUID MECHANICS, 2017
it idod.ong, 10,1080V 19342060201 71348991

@

8 OPEN ACCESS | Svecttorpduen

Assessment of the IDDES method acting as wall-modeled LES in the simulation of
spatially developing supersonic flat plate boundary layers

Yiyu Han?, Guohao Ding?, Yuanyuan He?, Jie Wu®P and Jialing Le®

#5aence and Technelogy on Scramjet Laboratory, China Aerodynamics Research and Development Center (CARDC), Mianyang, China; ®School
of Power and Enargy, Northwastern Polytechnical University, Xr'an, China

E=¥FIimproving Spectral Resolution of Finite Difference Scheme
for Multiscale Modeling Applications Using Numerical Weather
Prediction Model

Monday, 20 June 2016: 2:30 PM
Bryce (Sheraton Salt Lake City Hotel)

Branko Kosovic, NCAR, Boulder, CO;
Recorded Presentation

Advances in high performance computi

1
scramjet combustor 200 0

Yiyu Han*, Yuanyuan He, Ye Tian, Fuyu Zhong, Jialing Le

Science and Techn slogy on Soromjet Leborotory of Hyperve odity Asrodynomics ngtitate, CARDC, Thinc

1
500 resolving large synoptic scales and turt
bridge numerical weather prediction (N
simulations represent a number of chal
physical processes, numerical effects ¢
schemes vs. spectral resolution, etc. H

numerical schemes for multiscale simu

ALAA JOURNAL

Modification to Improved Delayed Detached-Eddy Simulation
Regarding the Log-Layer Mismatch

Yiyu Han.* Yoanyuan He® and Jialing Le®
Ching Aerodynamics Research and Development Center, 621000 Mianyang,
People's Republic of China

simulations of canonical, horizontally hi ] ey

with periodic lateral boundary condition - — _
Pseudospectra simulations achieve maxmumg uIra giver ynu:

resolution can also be achieved with high even order ﬁnlte dlﬂerenoe schemes. However, in me presenc
of strong gradients such schemes can result in spurious high frequency oscillations. Such numerical
artifacts can be avoided if upwind differencing is utilized. Upwind schemes are numerically dissipative
and result in inferior spectral resolution. We therefore propose a hybrid scheme developed by Fang et a
(2013) that combines high order upwind and centered schemes. We implemented the hybrid scheme in
the Weather Research and Forecasting model and HIGRAD model. We then carried out a series of LES
of convective boundary layers characterized by different stability parameters zi/L. The results of these
LES were compared to pseudospectral LES. The results show that the hybrid scheme provides optimal
performance with enhanced spectral resolution compared to upwind schemes and no undesired
numerical artifacts associated with centered schemes of similar order.

;7 Indicates paper has been withdrawn from meeting

Indicates an Award Winner

See more of: Theoretical and Practical Issues Associated with Multi-Scale Simulations
See more of: 22nd Symposium on Boundary Layers and Turbulence




What have we done

Advanced numerical
method, software &

ASTR code

* Ahigh-order FDM solver for compressible
Navier-Stokes equations on a generalised
coordinate system.

Modern FORTRAN language and MPI
parallelisation.

« Different types of high-order schemes:
o  6M-order compact schemes
o  5%/7th-order upwind-biased shock-capturing
schemes

o  Several Riemann solvers: Steger-Warming,
AUSMPW+

» Installed and tested on many HPC systems
o  HECToOR, ARCHER, ARCHER2, HAWK

i LS « Linear acceleration up to 100k cores ——————— SR

Turbulence Study .SWBLI Flows
E.*‘:_

iecnnoiogy
Facilities Council



What have we done

: Accurate database
Advanced numerical DNS of model & deeper

Configurations understanding of
flow physics

Improvement of
engineering CFD
tool

method, software & Hypersonic

Science and
Technology

Facllities Council Key flow configurations for hypersonic
vehicles by proposed Zheltovodov (2006)
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What have we done

DNS of model
configurations
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What have we done

Accurate database
numﬁ?i\ézl?(r:netgthod DNS of model & deeper
configurations understanding of

Improvement of v :
engineering CFD ‘ ypersonic

Engineerin
tool J J

and software flow physics

‘1}:@»
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Flow structures in 3-D SWBLI

Gortler-like vortices for the
supersonic backward facing step flow

Y

Turbulence structures in supersonic
Wall jet mixing layer




What have we done

Accurate database Improvement of

Advanced .
numerical method Skt & deeper ¥ engineering CFD [__J  Fypersonc

' i understanding of Engineerin
and software configurations - physicgs tool : :
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What have we done

Improvement of

engineering CFD
tool
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Research of BL control

SWBLI controls
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Qoundary layer control
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Better scheme for
compressible flow

Summary & On-going research

Numerical
method

Flow CFD
control solver

Upgrade ASTR code for
more complex multi-

High-accuracy simulation of physics problems
High-speed Aerodynamics

Novel SWBLI
control scheme

Turbulence
modelling

-Srci?.lnc? and ML model for Hypersonic
echnology . . .
Facilities Council engineering aerodynamics

applications



High-order compact MP scheme

CMPS-LD: a_yFi_y); + Fi1)p + @1Fii3

b
=a_1F;_ 4+ aogF;+ayFiq +5-Fiip

36

i+1/2
O @ i @ i @ i 0, >
-2 -1 ] i+1 i+2
30— 0.0
|—— CMP5-LD _
254{—— MP5-LD | -05-1
i b=0 |
2.0 -1.04
<§; | = |
8151 =il g -15-
1.0 -2.0
051 25/ MP5-LD
' 1— CMP5-LD
OO L T L T L T L T u T u T -3.0 j T T T T T T T u T L T
0.0 0.5 1.0 1.5 2.0 2.5 3.0 0.0 0.5 1.0 L5k 2.0 2.5 3.0
k

Bandwidth resolution

Bandwidth dissipation

Hb=0

1b=0

1 b
18 36
19 b
18 4
5 N b

9 40

\

=N =

_|_
ol



F(x)

High-order compact MP scheme
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order compact MP scheme
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ASTR 2
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geometry, multi-
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Compressible flow solver
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Hypersonic flow over blunt body
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Hypersonic flow over blunt body
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Ma=5, Re; =71,566

B =14°, a=23.3°, T,=62.5k, T,=5.24645T,,
Computational Domain size: 656%200%46
Mesh: 1450%260%256

CFD solver: ASTR 2, MP7-LD+CC6+RK3
Experiment data from Schiilein (2006)
o Ma=5, Re;=173,900
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Summary

* We have conducted a systematic research focused on high-speed flows:
« from the derivation of numerical scheme to the development of CFD code
» from the study of fundamental fluid mechanics to the development of engineering models.

* The outcomes have shown some positive impacts to research communities and
aerospace industries.

There is a current clear push for hypersonic in the UK, as shown by the National
Space strategy recently released by the government, and the opening of the new

North West Space Cluster this May
» there are a clear opportunities for us to develop further some of our activities
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